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Abstract

Bi-directional WDM transmission is a technique that allows data to be transmitted simultaneously in both directions of
a fiber, with different sets of wavelength channels for each direction. Compared with unidirectional WDM systems, it not
only saves the cost of deploying extra fibers, but also allows more flexible bandwidth provisioning. To exploit this flexi-
bility, we investigate path protection schemes for bi-directional WDM transmission systems in this paper. With path pro-
tection, a call is accepted if and only if an active data path together with a disjointed backup path can be found in the
network. With bi-directional WDM, backup resource sharing in both directions of a fiber is possible. Based on a set of
judiciously designed link cost functions, two original path protection schemes are proposed in this paper, BiPro and BiP-
roLP. BiProLP aims at further economizing the hardware cost incurred by BiPro. In contrast to the traditional unidirec-
tional schemes, we show that both BiPro and BiProLP can yield noticeably lower call blocking probability, higher system
capacity and shorter active/backup path length.
� 2008 Elsevier B.V. All rights reserved.
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1. Introduction

Wavelength-division multiplexing (WDM) [1] is a
promising technology to construct optical mesh net-
works. Exploiting the large bandwidth of optical
fibers, WDM couples multiple wavelengths onto a
single fiber. In circuit-switched WDM mesh net-
works, a concatenation of wavelengths on different
fibers provides an all-optical end-to-end connection
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called lightpath. Notably, the data carried by a
lightpath remains in the optical domain while tra-
versing through the intermediate nodes.

To deliver reliable services in high-speed net-
works such as WDM networks, efficient recovery
schemes are required to protect the traffic carried
on data paths. Many schemes have been proposed
and studied in the literature [2–10,21,23–25,29,32].
(Please refer to Section 2 for details.). In this paper,
we consider path protection for its high bandwidth
efficiency [10]. With path protection, a call is
accepted if and only if an end-to-end active path
(AP) together with a disjointed backup path (BP)
.
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can be found in the network. The traffic on the AP is
protected by switching data onto BP if any failure
occurs on the AP. The resources reserved by BPs
can be shared for protecting multiple APs, provided
that those APs are disjointed. Different routing
algorithms have been proposed for path protection.
The routing algorithms in [2,7,10,21] are based on
integer linear programming (ILP) formulation, aim-
ing at minimizing the cost consumed by the pair of
disjointed AP and BP.

An alternative approach adopts the notion of
two-step routing [6], where it first finds the widest–
shortest path for AP and then the shortest–widest
path for BP. The adoption of two different routing
algorithms is motivated by the fact that an AP is
dedicated to a particular call and is occupied for
the whole call duration, whereas a BP is shared
and will not be occupied unless there is a fault in
the APs under its protection. In [6], the widest–
shortest path (WSP) algorithm is adopted for AP
routing in order to minimize the resources occupied
by an AP. Note that minimizing the AP length also
helps to minimize undesirable service interruptions
at recovery [31]. On the other hand, due to band-
width sharing, load balancing is considered more
important than minimizing network resources in
BP routing. Shortest–widest path (SWP) routing is
thus preferred. Results in [6] showed that two-step
routing outperforms the ILP-based schemes.

In the context of WDM networks, both AP and
BP are lightpaths. In a conventional WDM net-
work, at least two fibers are required for providing
direct duplex transmission between two nodes. This
is because the direction of data transmission is fiber-
based. We refer to such a WDM network as unidi-
rectional. With the recent advances in WDM tech-
nology, bi-directional WDM transmission [1,8,14–
17,35–39] becomes mature and widely available. A
bi-directional WDM system allows data to be trans-
mitted simultaneously in both directions of a fiber,
with different sets of wavelength channels for each
direction, or the direction of data transmission
becomes wavelength-based. This allows a much flex-
ible bandwidth provisioning because any combina-
tions of wavelengths can be assigned to either
direction of a single fiber.

To exploit this flexibility, we focus on designing
efficient path protection schemes in bi-directional
WDM networks in this paper. Two original bi-direc-
tional path protection schemes, BiPro and BiProLP,
are proposed. They both follow the approach of two-
step routing in determining active paths and backup
paths, where BiProLP aims at further economizing
the hardware cost incurred by BiPro. Comparing
with the existing schemes based on unidirectional
WDM transmission, we show that both BiPro and
BiProLP yield noticeably lower call blocking proba-
bility, higher system capacity and shorter active/
backup path length.

The rest of the paper is organized as follows.
Section 2 reviews the existing work on optical
WDM network protection. Section 3 introduces the
bi-directional WDM transmission technology, and
presents our basic bi-directional path protection
scheme (BiPro). Aiming at further economizing the
hardware cost incurred by BiPro, Section 4 extends
BiPro to BiProLP. The performance of BiPro and
BiProLP is then compared with unidirectional
scheme (UniPro) in Section 5. We conclude the paper
in Section 6.

2. Related work

In recent years, recovery schemes and techniques
for optical WDM mesh networks have been inten-
sely studied [2–10,21,23–25,29,32]. They differ from
each other in the speed of recovery, the amount of
resources that must be pre-allocated (if any) to
backup paths, the increased complexity of configu-
ration and signaling, and the change in the length
of data paths.

Depending on how backup paths/lightpaths are
established, recovery schemes can be classified into
two models [10]: dynamic restoration or preplanned
protection. Using dynamic restoration, backup
paths are created after detecting a fault on active
paths (defined as the established lightpaths carrying
traffic under the normal situation). Dynamic resto-
ration has more efficient resources utilization, since
it does not need to allocate resources for backup in
advance. But the associated recovery time is rela-
tively long due to the signaling and processing over-
head in establishing backup paths on demand. More
importantly, the network may not have enough
available spare resources to accommodate the new
backup paths, and thus the dynamic restoration
cannot guarantee 100% recovery, even for single ele-
ment failure. Considering high capacity of data car-
rying by fibers, preplanned protection is much more
attractive for protection in optical networks.

Depending on the sharability of the resources
along the backup paths, preplanned protection can
be further categorized as dedicated protection [30]
and shared protection [10,32]. The former refers to
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the simple preplanned protection in which the
resources pre-allocated along the backup path are
only dedicated for one connection. In contrast,
shared protection has received much more attention
[2–4,6–10,24,25] because of its high resource effi-
ciency. The reasoning behind shared protection is
that since concurring failures are not expected in a
network, two backup paths whose active paths are
disjointed must not be activated simultaneously.
Hence, to take this advantage, we allow that the
resources reserved along a backup path can be
shared to another backup path as long as their active
paths are disjointed. This is so-called backup
resource sharing. Compared to dedicated protection,
shared protection is cost-effective and pervasive, but
it may have a slower recovery speed because it may
need time to configure some optical switches en
route when activating a backup path.

In terms of protected unit, protection schemes
can alternatively be further classified into path pro-
tection, link protection and segment (sub-path)
protection. Path protection [3,6,7,23,24] uses an
end-to-end disjointed backup path to protect the
active path. Any node or link failure on active path
triggers traffic switchover to backup path at the
source node. Compared with link or segment pro-
tection, path protection is more popular because it
has more efficient bandwidth utilization [10,32]
and lower end-to-end propagation delay for the
recovered route [30].

With link protection [23], each link on an active
path is protected by a backup path that can reroute
traffic around that link. If a failure occurs at a pro-
tected link, the upstream node adjacent to the fault
will respond to redirect the affected traffic flow onto
the corresponding backup path. So the recovery can
be completed locally and thus quickly. But, it incurs
high overhead while setting up backup paths, as well
as high resource costs.

Segment (sub-path) protection [25,29] is a com-
promise between path protection and link protec-
tion, attempting to achieve both cost-efficiency and
fast restoration simultaneously. Specifically, seg-
ment protection divides the active path into several
segments and provides a backup path to each of
them. But how to partition an active path into seg-
ments is still an open question. Besides, we have to
mention that in an optical network without wave-
length conversion, segment protection or link pro-
tection requires that all links along the active and
backup paths of a connection must reserve the same
wavelength, whereas path protection allows the
backup path to use different wavelengths from the
active path uses. So provisioning a protected connec-
tion under segment protection or link protection is
generally more difficult than under path protection.

In this paper, we focus on shared path protection
schemes that provide 100% survivability for any sin-
gle-link failure.

3. Bi-directional path protection (BiPro)

3.1. Bi-directional WDM and bi-directional backup

sharing

Bi-directional WDM transmission technology can
provide uplink and downlink in a single fiber for
FTTH access networks [36]. It can also be employed
to construct bi-directional self-healing ring (SHR)
network with two fibers instead of four [35]. Besides,
bi-directional WDM adapts well to asymmetric traf-
fic demands. With the exponential growth of IP traf-
fic carried by optical backbone networks, asymmetric
nature of IP traffic has sometimes caused one direc-
tion of some links fully congested and the other direc-
tion underutilized [34]. The study in [33] based on
European backbone optical network tells us that
allowing asymmetric capacity on different directions
can reduce network cost dramatically. Due to the
flexibility of bi-directional WDM transmission, we
can allow adjustable sets of wavelength channels
for each direction of a fiber. In this paper, we focus
on designing efficient network protection schemes
using bi-directional WDM transmission.

In a bi-directional WDM network, the wave-
lengths in a fiber are divided into two non-over-
lapped sets for carrying traffic in both directions.
Bi-directional WDM transmission can be imple-
mented using bi-directional add/drop multiplexers
(BADMs) or bi-directional optical cross-connects
(BOXCs) at each end of the fiber. Although bi-
directional WDM transmission suffers from relative
intensity noises caused by Rayleigh backscattering
(RB), optical reflection and crosstalk [8,35], many
new techniques have been invented for constructing
BADMs or BOXCs, such as arrayed-waveguide
grating (AWG), circulator and tunable fiber Bragg
grating (FBG) [14–17,35–39]. In [14,35], a new bi-
directional WDM ring network with BOXC based
on a single arrayed-waveguide grating (AWG) is
designed, where RB noise can be eliminated at a
cost of a high insertion loss due to using AWG. A
cost-effective BADM using multi-port circulators
and fiber Bragg gratings (FBG) is proposed in



Fig. 1. A bi-directional WDM system implemented using unidirectional optical cross-connect and circulators.

1 This can be easily extended to the case of node failure. In
practice, node failure can be effectively suppressed by placing
redundant switching components at each node.
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[16,38]. Two identical sets of wavelengths in oppo-
site direction, along with optical edge filters, to elim-
inate RB crosstalk in bi-directional WDM networks
are demonstrated in [36]. Since our proposed path
protection schemes can be applied relatively inde-
pendent of the BOXC implementation, without loss
of generality, we adopt the independently switch-
able bi-directional optical cross connect (IS-BOXC)
[17] model in our subsequent discussion.

An IS-BOXC consists of a conventional unidirec-
tional optical cross-connect (OXC) and a set of cir-
culators. Fig. 1 shows that two nodes, equipped
with IS-BOXC, are connected by a single fiber.
Notably, the circulators, which are responsible for
properly separating/isolating the wavelengths run-
ning in the opposite directions of a fiber, play a
key role in such a system. A circulator [1,8] is a
multi-port device that allows signals to propagate
in certain directions based on the port that the sig-
nals come from and block all transmission in other
directions. In Fig. 1, wavelengths arriving at the cir-
culators from the fiber can only be transmitted
toward the input ports of the switch, while other
wavelengths leaving the switch are guided onto the
fiber. Note that a circulator is flexible in provision-
ing asymmetric traffic flows, i.e. an arbitrary num-
ber of wavelengths in each direction of the fiber.

If two nodes in a WDM network are connected,
we say there is a link (or cable) between them. All
the links in the network constitute a link set E. Link
l consists of fl parallel fibers and each fiber can
simultaneously carry up to W wavelengths, where
W is called the capacity of a single fiber. The total
capacity on link l is thus fl �W wavelengths, which
carry the bi-directional traffic flows between the
two connected nodes. With conventional unidirec-
tional WDM, wavelengths inside the same fiber
must follow the same direction. Therefore, the
wavelengths allocated to the two directions of the
link are of the format (xW, (fl�x)W), i.e. xW wave-
lengths in one direction and the rest in the other
direction. The value x is pre-determined and cannot
be (easily) changed. If bi-directional WDM is
adopted, a more flexible bandwidth allocation of
(i, flW � i) can be obtained on each fiber. More
importantly, the value of i, ranged from 0 to flW,
can be dynamically adjusted on a call-by-call basis.

Under the assumption that a single link1 failure
occurs at a time, two link-disjointed active paths
(APs) will not be affected by the same link failure,
and so their backup paths (BPs) can share the same
wavelength resources. For unidirectional WDM sys-
tems, the backup resource sharing is also unidirec-
tional. That means a wavelength can only be used
to carry those BPs running in the same direction
as the fiber it resides in. But in bi-directional
WDM systems, the reserved backup wavelength
can be used to carry the rerouted data traffic in
either direction of the link. So two BPs running in
the opposite direction can share the same wave-
length inside a link – we call this bi-directional
backup sharing. Refer to the example in Fig. 2.
There are two APs, 1 ? 2 ? 5 ? 7 and
7 ? 6 ? 3 ? 1. Each of them requires one wave-
length in every traversed link. With unidirectional
WDM, the two corresponding backup paths (BP1
and BP2) are carried by four unidirectional fibers,
1 ? 4, 4 ? 7, 7 ? 4 and 4 ? 1. So four units of
bandwidth, or four wavelength-links, must be
reserved. With bi-directional WDM, only two wave-
length-links are needed, in bi-directional fibers
1 M 4 and 4 M 7, respectively.



Fig. 2. An example to illustrate bi-directional backup sharing. In
unidirectional sharing, four wavelength-links along BP1 and BP2
should be reserved. With bi-directional sharing, only two
wavelength-links are required.
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3.2. Bi-directional path protection (BiPro)

Consider a bi-directional WDM network using
three-port circulator (Fig. 1). Assume each node
has unlimited local wavelength add/drop and full
wavelength conversion capability. In order to pro-
vide flexible bandwidth allocation, the switch fabric
at each node must provide W input ports and W

output ports for each connected fiber. Since cable/
link cut is the most common cause for link failure
and generally all the fibers in a link span the same
cable, we assume that all fibers in a link share the
same risk of failure. Following the common practice
[2,6,7], we consider single link failure at a time.

Let each connection request be characterized by
a tuple (s,d,w), where s and d are the source and
destination nodes, and w is the number of wave-
lengths requested. Without loss of generality,
Fig. 3 shows a snapshot of the bandwidth usage
on link l. We can see that among the total flW wave-
lengths, Al wavelengths are occupied by active paths
(APs) (running in both directions), Bl wavelengths
are taken by backup paths (BPs), and the remaining
Rl = flW � (Al + Bl) wavelengths are idle (called
residual wavelengths). We use Al, Bl and Rl to
Fig. 3. Channel usage on a bi-directional link l.
(WL = wavelength.)
denote the corresponding sets of wavelengths. Note
that wavelengths in Bl can be shared to protect mul-
tiple APs, and the wavelengths in sets Bl and Rl can
be used to carry calls along either direction of the
link.

A call is admitted if two link-disjointed AP and
BP paths are found. To carry an AP via link l, we
must have Rl P w. If Rl < w, link l must reject the
call due to insufficient bandwidth. The associated
link cost is defined as

link cost ðactiveÞ ¼
w if Rl P w

1 otherwise
:

�
ð1Þ

The total cost of setting up an AP, or its path cost, is
the sum of the costs induced at individual links
along the selected path. Path cost is minimized if
the hop-distance between nodes s and d is
minimized.

Assume AP a is found. Then we need to deter-
mine the backup path for a. To carry the BP via link
l, a must be disjointed with l and l must have suffi-
cient bandwidth to provide the protection. Let Sl(a)
be the set of available wavelengths on l for carrying
the BP of a. As shown in Fig. 3, Sl (a) consists of
two components, the residual wavelengths Rl and
cl(a), a subset of Bl that can be shared to carry the
current BP. If we use Sl(a) to denote the size of
Sl(a), we have

SlðaÞ ¼ clðaÞ þ Rl: ð2Þ

If Sl(a) P w, the BP can be set up on link l. To
encourage backup resources sharing, the associated
link cost is defined as follows:

link cost ðbackupÞ

¼
0 if clðaÞP w; l 62 a

w� clðaÞ if 0 6 clðaÞ < w; l 62 a

1 if SlðaÞ < w; or l 2 a

8><
>: : ð3Þ

Unlike APs, the path cost of a longer BP may be less
than that of a shorter one, because of backup
sharing.

Next we derive cl(a) and its size cl(a). Assume m is
a link traversed by AP a. Let Xm be the set of active
paths carried on m (in both directions). Let Xm

l be a
subset of Xm that have their BPs passing through
link l. So from link l’s point of view, APs in Xm

l

are not disjointed and thus their BPs on l cannot
mutually share the same set of reserved wave-
lengths. Assume the number of wavelengths taken
up by APs in Xm

l is Bm
l . We have
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clðaÞ ¼ Bl �max
m2a

Bm
l : ð4Þ

The term maxm2aBm
l is to take the maximum of Bm

l

over all links along AP a, that are protected by
the BPs on link l.

Note that we must have

Bl ¼ max
8m2E

Bm
l : ð5Þ

Accordingly, cl(a) P 0. The above Eq. (5) can be
understood by the fact that the total number of re-
served wavelengths on link l, i.e. Bl, must be suffi-
cient for carrying the rerouted traffic on APs that
are affected by any single link failure. Therefore Bl

must take the maximum of Bm
l over all possible links

in the network.
When a call arrives, based on the cost functions

defined in Eqs. (1)–(3), we adopt the two-step rout-
ing algorithm [6] for finding the best pair of link-dis-
jointed AP and BP. The pseudo code of our
proposed BiPro path protection scheme is summa-
rized in Fig. 4. Specifically, the widest–shortest path
algorithm [12] is used to find the AP with the widest
residual bottleneck capacity (Rl) among all the
shortest paths between the source (s) and the desti-
nation (d). If an AP is found, then the shortest–wid-
est path algorithm [13] is activated to find the
shortest backup path among all the widest paths
(which have the same widest bottleneck backup cost
of Sl(a) in Eq. (2)).

It is worth to note the interesting work on the
‘‘trap topology” problem in [26–28]. A trap refers
to a specific topology such that although link-/
node-disjoint path pairs exist, routing algorithms
operating in two steps (including our two-step rout-
Fig. 4. Pseudo code of BiPro routing algorithm.
ing) may fail to find such path pairs, i.e. to fully
avoid traps. In fact, finding two link-disjoint paths
with minimum bandwidth cost in a shared path pro-
tection network is NP-complete [23]. (Note that if
the shared risk link group (SRLG) constraints
[27,31] are imposed, finding a risk-disjoint path pair
even without considering minimization of band-
width cost is NP-complete [22].) Since the occur-
rence of trap topology in real networks is fairly
rare [4,24], we thus focus on studying the impacts
of bi-directional WDM transmission system rather
than routing algorithms for trap-avoiding.

4. Bi-directional path protection with limited port

(BiProLP)

4.1. Bi-directional path protection with limited port

number

In BiPro, we have assumed that there are 2W
ports (W inputs and W outputs) for each fiber at
each node (Fig. 1). This ensures that there are
always enough ports at a node to support any pat-
terns of bandwidth allocation. Therefore, in BiPro
a call is blocked only due to insufficient wavelengths
to carry the call. The blocking due to insufficient
ports will never occur. This high degree of band-
width flexibility is, however, at the expenses of high
port counts/costs. It is obvious that each engaged
wavelength (by AP or BP) only takes up two ports,
one at each end (node) of the fiber. That means on
the average, each node needs only W ports (W/2 for
inputs and W/2 for outputs) for each fiber, whereas
2W ports are provisioned by BiPro.

In this section, aiming at reducing the port
counts and minimizing the blocking due to insuffi-
cient ports, we propose a new scheme called
bi-directional path protection with limited port (BiP-
roLP). Let K be the number of input ports or output
ports assigned to each fiber. For a link with fl bi-
directional fibers, fl K � flK ports are needed. Like-
wise, for a node connected with N such links, the
dimension of the switch/node is NflK � NflK. When
K = W, we have the original BiPro. When K < W, a
saving in the port count can be achieved, but a call
may be blocked due to insufficient ports (in addition
to insufficient wavelengths). In any case, K must be
larger than W/2, or (W � 2K) wavelengths could
never be utilized due to its intrinsic port deficiency.

Accordingly, the dimension of the multiplexer
and demultiplexer on the end of every fiber
(Fig. 1) is reduced from W � 1 and 1 �W (in



Fig. 5. State information maintained by BiProLP scheme. The
direction, from node u to v, is referred to as right.
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BiPro) to K � 1 and 1 � K in BiProLP. As there are
CW

K possible combinations of input wavelengths for
a K � 1 multiplexer, the multiplexer in BiProLP
must be reconfigurable to direct any wavelength
within the spectrum (i.e. W wavelengths) onto any
specific port, and so does each demultiplexer. The
reconfigurable multiplexer/demultiplexer can be
built with various techniques [11,18–20], such as
tunable filter, waveguide switch, and MEMS switch.

It should be noted that BiProLP can be imple-
mented in a much economical way under the follow-
ing situation. Consider a multi-fiber optical network,
where fl P 2. Every parallel fiber, in BiPro, requires
one circulator and W input or output switch ports.
Unlike the earlier approach of reducing port count,
we can just remove the circulators of some fibers in
the link. Effectively, we turn those fibers back into
unidirectional and at the same time, we cut down
their ports per fiber-end to W/2 (from W). In so
doing, we even eliminate the need for reconfigurable
multiplexers. Although this is a feasible approach, it
is less flexible in wavelength allocation as compared
to BiProLP described above.
4.2. Port-pair cost function

BiProLP has less flexibility on wavelength alloca-
tion than BiPro. At most flK wavelengths of a link
can be assigned to operate in the same direction
simultaneously. So with BiProLP, a path (either
active or backup) can be set up on link l only if
(1) link l has sufficient wavelengths and (2) the
two nodes connected by l have enough input/output
port-pairs. Note that the wavelength and port con-
sumption information2 can be made available by
routing protocol. This may slightly increase the
routing overhead. As the link cost function in BiP-
roLP is identical to that in BiPro, we only focus
on deriving the port cost function below.

Fig. 5 shows two nodes, u and v, are connected
by a bi-directional link l with capacity flW. Each
node provides flK input/output port-pairs for link
l (or K pairs for each fiber). From link l’s perspec-
tive, it has flK port-pairs in each direction between
u to v. For convenience, we use italic ‘‘right” or
‘‘left” to indicate the direction u ? v or v ? u.

We first derive the port-pair cost in the right direc-
tion as indicated in Fig. 5. (The derivation for the left
2 In fact, wavelength consumption statistics can be directly
deduced from port consumption data, as detailed in Section 4.3.
direction is the same and thus skipped.) Similar to
wavelength consumption status in Fig. 3, all port-
pairs along the right direction can be divided into
three parts/sets: Al-right, Bl-right and Rl-right (with cor-
responding size of Al-right, Bl-right and Rl-right). Al-right

is the total amount of port-pairs occupied by APs
via l (in the right direction, by default hereinafter).
Bl-right is the total amount of port-pairs reserved
for all BPs. Like wavelength sharing, the reserved
port-pairs on BPs can be shared if the corresponding
APs are disjointed. We call it port-pair sharing.
Keep in mind that port-pair sharing is unidirec-
tional, as port’s transmission direction is fixed. So
BP1 and BP2 in Fig. 2 cannot share the same port-
pair in BiProLP, although they can still share wave-
lengths. Finally, Rl-right (=flK � (Al-right + Bl-right))
denotes the number of residual port-pairs.

To set up an AP via link l from u ? v, we must
check both port-availability Rl-right and wavelength
availability Rl. If both are larger than w, the AP
can be set up with w as both link cost and port-pair
cost. Otherwise, the call is rejected. The path port-
pair cost is defined as the sum of the port-pair costs
on individual links along the selected path.

Next we consider routing the BP on l for AP a.
Let pl-right(a) be the subset of Bl-right that can
be shared to carry the BP for AP a. The size of
pl-right(a) is denoted by pl-right(a). Then Sl-right(a),
the total number of available backup port-pairs
for carrying a’s BP, is given by
Sl-rightðaÞ ¼ pl-rightðaÞ þ Rl-right: ð6Þ
The link port-pair cost function for setting up a BP
is
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port� pair cost ðbackupÞ

¼
0 if pl-rightðaÞP w; l 62 a

w� pl-rightðaÞ if 06 pl�rightðaÞ< w; l 62 a

1 if Sl�rightðaÞ< w; or l 2 a

8><
>: :

ð7Þ

The way to derive pl-right(a) and pl-right (a) is a little
bit different from deriving cl(a) in Eq. (4). Assume
link m belongs to a. Let Um-right

l-right denote the set of
APs go through link m’s right port-pairs and have
their BPs passing through right port-pairs of link
l. Let the number of APs in set Um-right

l-right be Dm-right
l-right .

Similarly, we can define Um-left
l-right and Dm-left

l-right for APs
carried by left port-pairs on m and have their BPs
passing through right port-pairs on l. It should be
noticed that the port-pairs reserved for Um-right

l-right and
Um-left

l-right cannot be shared. We have

pl-rightðaÞ ¼ Bl-right �max
m2a

Dm-right
l-right þ Dm-left

l-right

� �
: ð8Þ

The routing algorithm adopted by BiProLP also fol-
lows the two-step routing approach, as summarized
in Fig. 6.
4.3. Statistic of port-pair and wavelength

consumption

The BiProLP scheme makes a routing decision
based on both wavelength and port-pair consump-
tion statistic in the network, which can be collected
by the routing protocol. In this section, we show
that wavelength consumption data on link l, i.e.
Fig. 6. Pseudo code of BiProLP routing algorithm.
Al, Bl and Bm
l , can be directly deduced from link

l’s port-pair consumption data, i.e. Al-right, Al-left,
Dm-right

l-right , Dm-left
l-right, Dm-right

l-left and Dm-left
l-left . That implies a sav-

ing in routing information exchange.
From Fig. 5, we can see that every wavelength

carrying an AP must occupy a port-pair along right

or left direction (without sharing), and thus we have

Al ¼ Al-right þ Al-left: ð9Þ

We would like to remark that there is no such rela-
tionship among Bl, Bl-right, and Bl-left, as wavelength
sharing can be bi-directional but port-pair sharing
cannot.

Consider an arbitrary link m 2 {E � l}. For all

BPs whose APs are in one of the four sets Um-left
l-right,

Um-right
l-right , Um-left

l-left and Um-right
l-left , they share the same risk

(of m’s failure) and thus cannot have backup port-
pair or wavelength sharing on link l. So a total

amount of Dm-right
l-right þ Dm-left

l-right þ Dm-right
l-left þ Dm-left

l-left

� �
port-pairs as well as wavelengths must be reserved
for these BPs on link l. Therefore, we have

Bm
l ¼ Dm-right

l-right þ Dm-left
l-right þ Dm-right

l-left þ Dm-left
l-left

� �
: ð10Þ

According to Eq. (5), the total number of reserved
wavelengths on bi-directional link l, i.e. Bl, should
be

Bl ¼ max
8m2E

Dm-right
l-right þ Dm-left

l-right þ Dm-right
l-left þ Dm-left

l-left

� �
:

ð11Þ

From Eqs. (9)–(11), we can see that BiProLP
scheme only needs to exchange port-pair consump-
tion data.

5. Simulation results

In this section, we compare the performance of
our proposed BiPro and BiProLP schemes with a
unidirectional protection scheme (UniPro). In Uni-
Pro, the same two-step routing algorithm is applied
except that the unidirectional WDM transmission is
assumed.

The following performance measures are used:
call blocking probability, average hop-revenue,
active path length, and backup path length. Among
them, call blocking probability is the most impor-
tant measure as it directly reflects the traffic-carry-
ing capability of a network. Average hop-revenue
is defined as the average of every admitted call’s
shortest-hop distance based on the static topology.
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A higher value indicates that the given algorithm
does not jeopardize against long-hop calls. Active
path length determines the end-to-end delay perfor-
mance experienced by the user traffic and backup
path length reflects the performance of the user traf-
fic when a network fault occurs.

We present the simulation results based on two
network topologies below. Topology I is shown in
Fig. 7 and is adopted from [2]. It has 15 nodes
and 28 links. Topology II in Fig. 8 is adopted from
[6] and is based on the US Sprint backbone net-
work, which has 15 nodes and 33 links. We assume
each link consists of two fibers, i.e. fl = 2 and each
fiber has a capacity of W = 16 wavelengths. For
BiProLP, each fiber has K input ports and K output
ports, where the value of K is varied in our simula-
tions. We consider a dynamic traffic model where
calls arrived at the network following a Poison pro-
cess with mean rate k. For each call, the source and
destination nodes are randomly selected, and the
duration of a call is exponentially distributed with
mean 1/l, where l is the mean call departure rate.
The network load is thus defined as k/l, and is var-
ied in our simulations from 120 to 250 for Topology
Fig. 7. Simulation topology I.

Fig. 8. Simulation topology II.
I and from 120 to 340 for Topology II. The wave-
length requirement of each call (w) is set to 1. For
each tested protection scheme under a specific net-
work load, every data point is the average over 1
million calls. Accordingly, the blocking probability
obtained has a confidence interval of ±0.002, the
revenue ±0.003, active path length ±0.0037 hops,
and backup path length ±0.005 hops, all at the con-
fidence level of 95%.

In our simulations, we implemented BiProLP
with six different port number values, i.e. K =
7,8,9,10,16,20. From Figs. 9–16, we can see that
as K increases, the performance of BiProLP
improves very quickly until K = 16 (the number of
wavelengths in each bi-directional fiber, i.e. W).
When the port number K is equal to or larger than
Fig. 9. Blocking probability vs. network load (topology I).

Fig. 10. Blocking probability vs. network load (topology II).



Fig. 11. Average hop revenue vs. network load (topology I).

Fig. 12. Average hop revenue vs. network load (topology II).

Fig. 13. Average active path length (hops) vs. network load
(topology I).

Fig. 14. Average active path length (hops) vs. network load
(topology II).

Fig. 15. Average backup path length (hops) vs. network load
(topology I).

Fig. 16. Average backup path length (hops) vs. network load
(topology II).
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the wavelength number W, the limited-port con-
straint disappears and BiProLP gives the same per-
formance as BiPro. In other words, BiPro provides
the upper bound performance of BiProLP. From
Figs. 9–16, it is also interesting to note that the per-
formance of BiProLP (K = 8) is the same as UniPro.
This is because the lack of sufficient ports throttles
the bi-directional backup wavelength sharing in
BiProLP to render the UniPro performance. When
K = 7 (<W/2), BiProLP, as expected, performs
poorly and even worse than UniPro. This is because
when K < W/2, there are (W � 2K) wavelengths
could never be utilized. For clarity, in the following,
we only focus on BiProLP with K = 9,10 in com-
paring with BiPro and UniPro.

Figs. 9 and 10 show blocking probability vs. net-
work load, one for each topology. In both figures,
we can see that BiPro gives the lowest call blocking
probability, whereas UniPro gives the highest
(except for BiProLP with K = 7). BiProLP (with
K = 9 and 10) are sandwiched by them. The perfor-
mance gain using bi-directional WDM is remark-
able, for example, when the network load is 160 in
topology I, the blocking probabilities of UniPro,
BiProLP (K = 9), BiProLP (K = 10), BiPro are,
respectively, 2.14%, 1.11%, 0.65%, and 0.53%. We
can see that the UniPro’s blocking probability is
almost twice of BiProLP (K = 9), more than three
times of BiProLP (K = 10) or BiPro. This gain on
blocking probability is mainly due to two outstand-
ing features of bi-directional protection scheme: (1)
the load-adaptive bandwidth allocation within the
scope of each fiber and (2) the highly efficient bi-
directional backup resources sharing.

From Figs. 9 and 10, we can also see that BiP-
roLP lowers the cost of BiPro. For instance, when
the network load is 300 in topology II, BiProLP
(K = 10) cuts down the port cost by about 37.5%
w.r.t. BiPro (using 16 ports per fiber). The corre-
sponding increase in call blocking probability is just
1.68%. This also indicates that a small K value
(K = 9 or 10 in our case) can already give satisfac-
tory performance.

Figs. 11 and 12 show average hop-revenue vs. net-
work load. As expected, the average hop-revenue
decreases with the load. This is because longer-hop
calls are more difficult to accommodate when
resources are tight. However, different schemes have
different decreasing rates – UniPro has the fastest
decreasing rate and BiPro decreases slowest. In both
sets of simulation results, BiPro gives the highest rev-
enue value, followed by BiProLP (K = 10), BiProLP
(K = 9), and UniPro. This shows that bi-directional
path protection schemes are able to provision more
long-distance calls than unidirectional schemes.

Figs. 13–16 show average active and backup path
length (in hops) vs. network load. We can see that
both average active path lengths of BiPro and BiP-
roLP are remarkably shorter than UniPro. The
backup path lengths of BiPro and BiProLP are
shorter or similar to UniPro when network load is
low. When network load is high, BiPro and BiP-
roLP with K = 9,10 admit more longer-hop calls
than UniPro, which causes a minor increase on
average backup path length. One may notice that
in both Figs. 15 and 16, the average backup path
length decreases when the network load goes
beyond a certain threshold. This is due to the use
of shortest–widest path routing for backup paths.
In general, when the network load is light, many
links are underutilized and the widest paths found
tend to have longer lengths. As the load increases,
the chance of finding a longer widest path decreases
significantly.

Except for results reported above, we have also
done simulations with different routing algorithms
such as with the plain shortest path algorithm for
both AP and BP, and also more simulations with
different topologies. In all the simulations we con-
ducted, similar conclusions as reported above hold.

6. Conclusions

In this paper, we investigated path protection
based on the bi-directional WDM transmission
technology. Two original bi-directional protection
schemes, BiPro and BiProLP, were proposed to max-
imize both wavelength and port-pair sharing among
backup paths. Due to the flexible resources allocation
brought by bi-directional WDM, the network’s capa-
bility in adapting to time varying traffic distributions
has been greatly improved. Comparing with the tra-
ditional unidirectional protection scheme, we showed
that our schemes yield noticeably lower call blocking
probability, higher system capacity, and shorter
active/backup path length. We also showed that the
BiProLP scheme provides an additional flexibility
in lowering the deployment cost with only marginal
degradation in performance.
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