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Provisioning of Survivable Multicast Sessions
in Wavelength-Routed Optical Networks

With Scheduled Traffic
Shuqiang Zhang, Student Member, IEEE, and Chun-Kit Chan, Senior Member, IEEE

Abstract—Provisioning survivable multicast sessions in wave-
length-routed optical networks has already been studied under
static or dynamic traffic. However, in many practical cases,
customers tend to require a large bandwidth at a specified time
interval. Scheduled traffic model, in which the setup and teardown
times are known in advance or vary in a specified larger time
window, is more appropriate to characterize this kind of traffic.
In this paper, two scheduled traffic models are formulated and
investigated for multicast protection in wavelength-routed optical
networks, namely, Fixed Scheduled Traffic Model (FSTM) and
Sliding Scheduled Traffic Model (SSTM). With the guaranteed
100% restorability against any single link failure, the FSTM
formulation can achieve a global minimum cost for establishing
all multicast sessions. A two-step optimization approach is fur-
ther proposed to deal with the survivable multicast provisioning
problem under SSTM. By optimizing the network resources
jointly in space and time, survivable multicast sessions can be
provisioned at much lower costs.

Index Terms—Multicast, protection, scheduled traffic model,
WDM optical networks.

I. INTRODUCTION

N OWADAYS, provisioning of multicast sessions over a
wavelength-routed (WDM) optical network is an efficient

means to deliver many popular applications, such as video-
on-demand, interactive distance learning, etc., which require
point-to-multipoint connections. The concept of light-path
has been extended to light-tree in [1]. To support multicasting,
the branching nodes must be multicast-capable and have the
ability to duplicate an input signal to several output signals.
This capability of duplication can be realized in either optical
domain or electronic domain, where optical power splitters or
electronic replicators are needed, respectively. To assure the ser-
vice availability, it is imperative to protect the optical multicast
sessions, since a single failure may disrupt several downstream
destinations and lead to huge data loss. Singhal [2] studied pro-
tecting a single link failure using directed-link-disjoint backup
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trees. Unlike link-disjoint backup tree protection, the idea of
directed-link-disjoint allowed the primary and the backup trees
to share links but only in opposite directions. It has been shown in
[2] that a directed-link-disjoint backup tree could be successfully
utilized to protect the multicast sessions against a single link
failure and was more bandwidth-efficient than a link-disjoint
backup tree. In [3], link, segment and path protection were
proposed to provide survivability to multicast sessions. Exten-
sions of link, segment or path protection were further derived in
[4]–[6]. P-cycle based link protection of multicast sessions was
proposed in [7].Generally speaking, segment andpathprotection
can be more resource efficient than tree protection because path
and segment protection can share bandwidth among primary
tree and backup resources. However, dedicated tree protection
can provide 100% guaranteed restoration and shorter restoration
time, as it uses dedicated protectionwhich needs no recon-
figuration at intermediate nodes once a link failure happens.
Most of the previous studies on multicast protection con-

sidered either a static or dynamic traffic model, which might
not well-characterize the applications that require bandwidths
at specified time intervals. Network resources may be re-
served by users in advance. For instance, a soccer game is
usually broadcasted to audiences according to a predetermined
timetable. Therefore, scheduled traffic model [8], in which the
setup and tear-down times of the traffic demands are known in
advance or vary in a specified larger time window, is a more
proper traffic model for these kinds of applications. With the
scheduled time information, network resources can be further
optimized both in space and time. The routing and wavelength
assignment problem (RWA) for survivable unicast scheduled
traffic demands have been studied in [9], [10]. In [11], multi-
cast tree protection under fixed scheduled traffic was studied
and the results have shown that the cost for provisioning the
survivable multicast sessions could be much lowered. Further
investigations are discussed in this paper.
In this work, we consider a set of multicast sessions with

scheduled traffic. Single link failure is assumed because of
its predominance in optical networks. Two kinds of sched-
uled traffic model are considered, namely, Fixed Scheduled
Traffic Model (FSTM) and Sliding Scheduled Traffic Model
(SSTM). Under FSTM, a multicast session is represented
by , where is the source
node and is the th destination of the session . and
are the exact setup and teardown times of , respectively.

On the other hand, under SSTM, a multicast session is
represented by , where

. and have the same definitions as in

0733-8724/$26.00 © 2011 IEEE



686 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 29, NO. 5, MARCH 1, 2011

FSTM. is a larger time window during which must
be provisioned and is the holding time of . The multicast
demand can slide within the larger time window ,
which gives the service providers more flexibility to allocate
the limited network resources to multiple traffic demands.
Based on the FSTM traffic model, an integer linear program-

ming (ILP) formulation, namelyMulticast Tree Protection with
Scheduled Traffic (MTP-ST), is performed to solve the routing
and wavelength assignment (RWA) of survivable multicast ses-
sions in a WDM optical network. Both wavelength-convertible
and wavelength- continuity constrained cases are investigated.
With the guaranteed 100% restorability against any single link
failure, the formulation can achieve a global minimum cost for
establishing all multicast sessions. Numerical experiments have
indicated that the proposed MTP-ST formulation can achieve
significant reduction in the cost for establishing all multicast
sessions, compared to the previously proposed schemes which
were unaware of the traffic time information. Hence, better net-
work resource optimization is realized. In addition, in order
to tackle the survivable multicast provisioning problem under
SSTM traffic model, a two-step optimization approach similar
to that in [10] is further adopted. First, each multicast request is
optimally scheduled within its specified time window, such that
the problem is reduced to FSTM, which is then solved using our
proposed MTP-ST formulation, in the second step. In general
our proposed approach can increase the resource efficiency of
directed-link-disjoint backup tree protection by optimizing the
network resources jointly in space and time, while keeping the
advantage of short restoration time.
This paper is organized as follows. In Section II, the ILP

formulation for MTP-ST under Fixed Scheduled Traffic Model
(FSTM) is presented. In Section III, two numerical examples are
studied and the results are discussed. In Section IV, a two-step
optimization approach is proposed for MTP-ST under Sliding
Scheduled Traffic Model (SSTM). Section V summarizes the
paper.

II. MTP-ST PROBLEM FORMULATION UNDER FSTM

The inputs of the problem are listed as follows:
• The network topology is given as a weighted
undirected graph. is the set of multicast-capable net-
work nodes. is the set of weighted links.

• is the cost of using one wavelength on the
link between nodes and . The costs can be considered
as the costs of the transceivers and amplifiers and the costs
of reconfiguration of each wavelength link.

• is the degree of node and equals the number of
fiber links connecting to node .

• is the maximum number of wavelengths in each direc-
tion of a fiber link.

• A set of primary multicast sessions (trees). or 0
indicating whether session requires protection against
single link failure or not, respectively. If the primary tree
requires protection, the backup tree for is denoted

as . Thus, there are totally trees at most. is the
number of destinations in the tree . is a
Boolean, indicating whether tree and tree overlap

in time or not . For example, if the two time in-
tervals and overlap, . We also
assume that each multicast session requires a full wave-
length bandwidth.

The variables for the ILP are defined as follows:
• Boolean variable indicateswhether one ormoremul-
ticast trees traverse the link from node to using wave-
length or not .

• Boolean variable indicates whether wavelength on
the link from node to is occupied by tree or not

.
• Boolean variable indicates whether node belongs to
tree or not .

• Integer commodity-flow variable is the number of
commodity flow units of tree going through the link from
node to . Each destination requires 1 unit of com-
modity.

• If there is no wavelength converter, Boolean variable
is needed which indicates whether tree uses wavelength

or not .
The objective of the ILP is:

(1)

Subject to:
Tree creation constraints:

(2)

(3)

(4)

(5)

(6)

Commodity flow constraints:

(7)

(8)

(9)

(10)

(11)

(12)

Directed link disjointness constraint:

(13)
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Wavelength usage constraints:

(14)

(15)

Time joint constraint:

(16)

Wavelength-continuity constraints
(when there is no wavelength converter)

(17)

(18)

Our formulation allows wavelength sharing by different trees
which do not overlap in time, which is a special feature of the
scheduled traffic model. The objective function (1) minimizes
the total costs of establishing all multicast trees. Equation (2)
ensures that every node which belongs to a multicast session
(except the source node) has one and only one incoming wave-
length. Equation (3) ensures that the source node of each tree
has no incoming wavelength. Equation (4) ensures that every
source node and destination node of each multicast tree belong
to the tree. Equation (5) ensures that every node (except the des-
tination nodes) has at least one outgoing wavelength. Equation
(6) ensures that the number of outgoing wavelengths of a node
is limited by the degree of the node and every node with at least
one outgoing wavelength belongs to the tree.
Equations (7)–(12) are flow-conservation equations. Equa-

tion (7) ensures that the incoming flow is the same as the out-
going flow for every node which is neither a source nor a desti-
nation. Equations (8) and (9) ensure that the outgoing flow and
incoming flow of the source node are the number of the desti-
nations in the tree and zero, respectively. Equation (10) ensures
that the outgoing flow is just one unit less than the incoming
flow for destination nodes. Equation (11) ensures that the flow
on each direction of a link is positive if one of the wavelengths
on that direction of the link is occupied by the tree. Equation
(12) ensures that there is no flow on each direction of a link if it
is not occupied by the tree. Equation (13) ensures that a primary
tree and its protection tree cannot share a link in the same direc-
tion. Equation (14) ensures that a wavelength on each direction
of a link is occupied if one or more trees choose to use it. Equa-
tion (15) ensures that a wavelength on each direction of a link
can be shared by trees at most. This is because a primary tree
and its backup cannot share a wavelength in the same direction
of each link. Equation (16) ensures that two trees cannot share a
wavelength in the same direction of a link if they overlap in time.
Equations (17) and (18) are active only when wavelength-con-
tinuity constraints are applied. Equation (17) ensures that only
one wavelength is chosen for a multicast tree. Equation (18) en-
sures that all links occupied by a tree are on the samewavelength
and one tree can not occupy both directions of a link (avoiding
the loop).

Fig. 1. 15-node Pacific Bell network with bidirectional links, for Example 1.

Fig. 2. 14-node NSFNET with bidirectional links for Example 2.

III. ILLUSTRATIVE EXAMPLES OF MTP-ST UNDER FSTM

We have studied our proposed MTP-ST under FSTM on
two network topologies, namely 15-node Pacific Bell network
(shown in Fig. 1) and 14-node NSFNET (shown in Fig. 2).
Each link carries four wavelengths in both directions.
For the case of 15-node Pacific Bell network, denoted as

Example 1, there are five primary multicast sessions .

. and are used as pa-
rameters to control the time overlap in our formulation.
Only sessions and require single-link protection

. Each of them requires a backup tree
and , respectively. These backup trees have the

same setup and tear-down time as their corresponding primary
trees. Time correlation parameter refers to the relative degree
of time-overlap among the trees. In Example 1, time correla-
tion parameter “High” means

; “Medium” means
; and “Low”

means . The indexes in the subscript
brackets refer to the respective backup trees.
For the case of 14-node NSFNET, denoted as Ex-

ample 2, we also adopt five primary sessions .

. We assume that all of the
five primary sessions require single-link protection
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Fig. 3. Costs of establishing all multicast trees under different schemes and
different time correlation parameters, in Example 1.

Fig. 4. Costs of establishing all multicast trees under different schemes and
different time correlation parameters, in Example 2.

and . So the corre-
sponding backup tree for them are and

, respectively. These backup trees have the same setup
and tear-down time as their corresponding primary trees.
In Example 2, time correlation parameter “High” means

; “Medium” means
; and

“Low” means .
The traffic patterns (number of requests, source and destina-

tions of each request, time correlations) in the above examples
are chosen randomly for illustration purpose. Similar results can
be derived if other traffic patterns are adopted. The ILPs are
solved by CPLEX.
Figs. 3 and 4 show the costs of establishing all trees by

different schemes for Example 1 and Example 2, respectively.
MTP and MTP-WC refer to the previously proposed Multicast
Tree Protection [2] considering no time information without
and with wavelength continuity constraints, respectively.
MTP-ST and MTP-ST-WC refer to our proposed Multicast
Tree Protection with Scheduled Traffic formulations without
and with wavelength continuity constraints, respectively. From
both Figs. 3 and 4, it is observed that the lower the time
correlation, the more improvement in our proposed MTP-ST
and MTP-ST-WC formulations. In Example 1, both the per-
formance improvements of MTP-ST and MTP-ST-WC over
their respective counterparts (MTP and MTP-WC) are about
27%, 39% and 42% under “High”, “Medium” and “Low”
time correlations, respectively. In Example 2, the performance

Fig. 5. Example 1: the established multicast primary tree��� (blue (online ver-
sion) solid arrowed lines) and its respective backup tree ��� (blue (online ver-
sion) dashed arrowed lines).

Fig. 6. Example 1: the established multicast primary tree��� (blue (online ver-
sion) solid arrowed lines) and primary tree ��� (red (online version) solid ar-
rowed lines).

improvements of MTP-ST over STP are about 18%, 39% and
46% under “High”, “Medium” and “Low” time correlations,
respectively; the performance improvements of MTP-ST-WC
over MTP-WC are about 7%, 32% and 46% under “High”,
“Medium” and “Low” time correlations, respectively. In both
examples, the costs of MTP and MTP-WC are independent
of the time correlation parameters, since no time information
is considered by MTP and MTP-WC. With the additional
wavelength continuity constraints, the costs of MTP-WC
and MTP-ST-WC are not smaller than the costs of MTP and
MTP-ST, respectively, if the same time correlation is applied. It
is worthy to note that, in Example 2, some suboptimal solutions
are recorded if the optimal solution cannot be obtained within
certain time limits.
In Example 1, Figs. 5–7 show the optimal RWA for all eight

trees (one or two primary multicast sessions in each figure) by
MTP-ST-WC under “Low” time correlation. We observe that
only two wavelengths ( and ) are needed to establish all
the multicast trees. From Fig. 5, we can see that the primary
tree and its backup tree can share a link only in opposite
directions (for example, the link between node 1 and node 5).
This is because we adopt directed-link-disjoint backup tree pro-
tection in this work. In addition, we can see that different trees
which do not overlap in time can share a wavelength in the same
direction of a link. The cost for that wavelength is only counted
once. To illustrate, in Fig. 6, both trees and use the same
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Fig. 7. Example 1: the established multicast primary tree ��� (blue (online ver-
sion) solid arrowed lines) and its respective backup tree ��� (blue (online ver-
sion) dashed arrowed lines), primary tree��� (red (online version) solid arrowed
lines) and its respective backup tree ��� (red (online version) dashed arrowed
lines).

Fig. 8. Example 2: the established multicast primary tree ��� (blue (online ver-
sion) solid arrowed lines) and its respective backup tree ��� (blue (online ver-
sion) dashed arrowed lines).

wavelength on the link from node 5 to node 6, link from node
9 to node 10, etc., because the two trees do not overlap in time
( under “low” time correlation). On the contrary, if
two trees overlap in time, they can not share a wavelength in
the same direction of a link. For example, by jointly observing
Figs. 6 and 7, even if trees and use the same wavelength
, they do not share the wavelength in the same direction of

a link. This is because and overlap in time (
under “low” time correlation).
In Example 2, similar results as Example 1 can be obtained.

Figs. 8–10 show the suboptimal RWA for all ten trees (one or
two primary multicast sessions in each figure) by MTP-ST-WC
under “Low” time correlation.We can observe that all ten multi-
cast trees (including the backup trees) use the same wavelength
(any other wavelength can also be chosen without changing

the total costs). In Fig. 8, we can see that the primary tree
and its backup tree can share a link only in opposite direc-
tions (for example, the link between node 6 and node 7). This is
because directed-link-disjoint backup tree protection is adopted
in this work. In Fig. 9, both trees and use the same wave-
length on the link from node 3 to node 4, and the link from
node 4 to node 6, etc., because the two trees do not overlap in
time ( under “low” time correlation). By jointly ob-
serving Figs. 9 and 10, tree (or ) do not share any wave-

Fig. 9. Example 2: the established multicast primary tree��� (blue (online ver-
sion) solid arrowed lines) and its respective backup tree ��� (blue (online ver-
sion) dashed arrowed lines), primary tree ��� (red (online version) solid red ar-
rowed lines) and its respective backup tree ��� (red (online version) dashed ar-
rowed lines).

Fig. 10. Example 2: the established multicast primary tree ��� (blue (online
version) solid arrowed lines) and its respective backup tree ��� (dashed arrowed
lines), primary tree ��� (red (online version) solid red arrowed lines) and its
respective backup tree ��� (red (online version) dashed arrowed lines).

length in the same direction of a link with tree (or ) and
tree (or ). This is because “low” time correlation is ap-
plied where .

IV. TWO-STEP OPTIMIZATION FOR MTP-ST UNDER SSTM

To deal with the RWA of multicast sessions under SSTM,
a two-step optimization approach similar to that in [10] is
adopted. In the first step, each multicast session is optimally
scheduled within its specified larger time window in order
to minimize the time-overlap degree. In the second step, the
problem is reduced to the FSTM problem and can be solved by
our proposed ILPs in Section II.
In the following, a Mixed Integer Linear Programming

(MILP) is formulated to optimally slide each multicast session
within is specified larger time window in the first step.
The inputs of the MILP formulation are listed as follows:
• A set of primary multicast sessions (trees). and
have the same meanings as in Sections II and III.

• is a larger time window during which must be
provisioned and is the holding time of .
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• is the time duration from earliest window start time and
the latest window end time of the windows.

The variables for the MILP are defined as follows:
• Boolean variable indicates whether tree and tree
overlap in time or not . In MILP formulation,

is variable. After being solved in MILP, it is used as
inputs to the ILP in the second step.

• is the actual start time of multicast session .
• Boolean variable indicates that whether ends after

starts, i.e., . Note that and
are not symmetrical.

The objective of the MILP is:

(19)

Subject to:

(20)

(21)

(22)

(23)

(24)

(25)

Explanation of MILP: The objective (19) is to minimize the
total time-overlap degree of multicast sessions. The weight of
each pair of time overlap is proportional to the product of the
expected bandwidth consumption. Equation (20) and (21) en-
sures that each multicast session is scheduled within its speci-
fied larger time window. Equation (22) defines the meaning of

. Equation (23) ensures that if both and are equal
to 1, session and must overlap with each other in time.
Equation (24) and (25) ensure that if session and overlap
in time, each of them ends after the other starts.
For example, we assume there are five primary multicast ses-

sions which are the same as those in Example 1 in the previous
section. The larger time windows for the five multicast ses-
sions are (00:00, 03:00), (02:00, 04:30), (05:00, 06:00), (08:00,
10:00), (08:00, 10:00), respectively. The holding time for the
five multicast sessions are (h), (h),
(h), (h), (h), respectively. We use CPLEX to
solve the formulated MILP. The solutions of this example are

. And the actual start times of the five
multicast sessions are

, respectively. After the
MILP has been solved in the first step, the solutions can
be inputted into the ILP formulated in Section II, as the second
step. So after the two-step optimization, the RWA problem of
survivable multicast sessions under SSTM has been solved.

V. SUMMARY

Multicast tree protection with scheduled traffic has been
formulated and numerically investigated under different traffic
models. First, an ILP formulation has been presented to mini-
mize the total costs of establishing all multicast sessions under
FSTM. The results have shown that the network resources

can be jointly optimized both in space and time to provision
survivable multicast sessions at much lower costs, compared
to the previous schemes which are unaware of the traffic time
information. Second, a two-step optimization approach has
been adopted to deal with the survivable multicast provisioning
problem under SSTM. Thus, the survivable multicast sessions
can be provisioned at much lower costs.
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